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Misalignment can be an important problem in the integration of GPSjINS. Observability

analysis of the alignment errors in the integration of low-grade inertial sensors and multi

antenna GPS is presented in this paper. A control-theoretic approach is adopted to study the

observability of time-varying error dynamics models. The relationship between vehicle motions
and the observability of the errors in the lever arm and relative attitude between GPS antenna

array and IMU is given. It is shown that alignment errors can be made observable through

maneuvering. The change of acceleration makes the components of the relative attitude error

that are orthogonal to the direction ofthe acceleration change observable. The change of angular

velocity makes the components of the lever arm error that are orthogonal to the direction of the
angular velocity observable. The motion of constant angular velocity has no influence on the

estimation of the lever arm.
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Nomenclature~---------
Throughout this paper, the following notations

are used:

Wgb : Column vector of angular velocity of a

frame b relative to a frame a, decomposed

in a frame c.
pa : Position vector decomposed in a frame a.
va :Velocity vector decomposed in a frame a.

Rg : Rotation matrix from a frame a to a frame

b.
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QJb : Skew-symmetric cross product matrix of

W~b'

In : An n X n identity matrix.

o : A zero matrix with an appropriate dimen-

sIOn.
e) :Estimated value of ( ).
o( ) : Estimation error of ( ).
(.) : Time derivative of ( ).

( ) T : Transpose of ( ).

r( ) f : Absolute value of ( ).

A(t): i-th time derivative of a matrix A that is a

function of time ( = (:ti

); AU)).

( ) X ( ) : Cross product of two vectors.

( ) . ( ) : Dot (scalar) product of two vectors.
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The navigation frames used in the paper are as

follows:

i-frame: Earth-centered inertial (Eel) frame.
e-frame: Earth-centered earth-fixed frame.

t-frame : Earth~fixed tangential frame (east,

north, up).

n-frame: Body-fixed navigation frame (north,

east, down).
b-frame: Body~frame (forward, right, down).

a-frame: GPS antenna-frame,

1. Introduction

Misalignment can be a serious problem in ac

cmate GPSjINS systems. While the GPS antenna

is mounted on the outside of a vehicle, an inertial

measurement unit (IMU) is usually placed inside

of a vehicle. Thus, the direct measurement of the
ciistance between the GPS antenna and IMU is

often quite difficult. The error in the estimated

value for the lever ann, the relative position of

GPS antennas with respect to the body frame of

the inertial sensors, can be of significant magni

tude (Bell, 2000~2001). The lever arm error in

large vehicles can be much greater than the cen
timetre-level error in carrier-phase differential

GPS (CDGPS) measurement systems. A naviga

tion system using multi-antenna GPS meaSUl'e

mellts has similar alignment error characteristics.

The error in the estimation of the GPS antenna

array attitude relative to the inertial sensor frame
can be much greater than the attitude measure

ment error. These alignment errors can increase

errors in the estimation of the position, attitude,
and inertial sensor biases of vehicles (He and

Jianye, 2002; Hong et aI., 2002).

Estimation of the misalignment between the

two sensor systems can be considered as a prac

tical choice in situations when direct measure
ment of the alignment errors cannot be easily im

plemented. The precise cstimation of the align
ment errors requires accurate GPS measurement

systems. Thus, the quality of inertial sensors

might be considered to be as relatively kss itn
portant if the GPS measurement update rate is
not too slow. This paper investigates the estima

tion of the alignment errors in the integration of

accurate GPS measurement systems with readily

available low-cost IMU.

To estimate the alignment errors, observability

properties of the GPSjINS system were investi

gated. The analysis is based upon a null space

test of observability matrices for a multi-antenna

GPS measurement system (Hong et aI., 2002). An

INS error dynamics model is expressed in the

Earth-centered Earth-fixed (ECEF) frame. Er

rors in position, velocity, IMU attitude, biases of

gyros and accelerometers, GPS antenna lever

arm, and the relative attitude of a GPS antenna

array were considered in the observability analy

sis. Among the inertial sensor errors such as

biases, scale-factor errors, and alignment errors,

biases are most unpredictable and dominant in

low-grade sensors. Since the period of testing for

the alignment error estimation is relatively short,

compared with the time-constant of bias drifts

(Goshen-Mcskin and Bar~Itzhack, 1992; Gebre

Egziabher et aI., 1998; Hou and El-Sheimy, 2003),

the biases in the inertial sensors are modclled as

constant in this paper. It is shown that the time

invariant error dynamics model has six unob

servable modes when the position and attitude of
a vehicle are measured with a multi-antenna GPS

measurement system. Errors in the lever arm and
the relative attitude of the antenna array are not

observable. Both the error in the relative attitude

of the antenna array and the lever arm error con

tribute to position error. The error in the estima

tion of thc relative attitude of the antenna array

also contributes to the error in the estimation of
the gyro bias and the attitude of the IMU.

It is shown in this paper that the GPSjINS

alignment errors can be made observable through

manoeuvring. Based on the observability analysis

of time-varying systems, all of the above unob

servable modes in the time-invariant error dy
namics model are shown to be observable if the

vehicle changes both the directions of angular

velocity and acceleration. The observability analy

sis suggests that vehicles should move with vari

ous attitudes and accelerations while the mea

suremcnt data are collected. Changes in accelera
tion improve the estimation of the relative attitude

of the GPS antenna array. The components of the
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the experimental results with a car.

The navigation equations in the EeEF frame

are (Wei and Schwarz; 1990; Britting, 1971).

2. Navigation Error Propagation
Model

(8)

(9)

(10)

( 11)

(12)

Rt=RgU3+[r X ])

Jb=fb+E:a+Wa

pe=pe+3P

where Jb and Wfb are the measurements from acc

elerometers and gyros, respectively. Let the mech

anization errors are modeled as

where j6 is the specific force in the body frame
and g' is the gravity in the ECEF frame. The cor

responding INS mechanization differential equa

tions are

pe= Ve (I)

V'=Rtfb_2ol!eX V e+g' (2)

Rt=RU2%b (3)

pe= Ve (4)

pe=RgJb_2(f)'!eX ve+ge (5)

Rt=f<U2%b (6)

wgb=Mb- R~w'k (7)

where r is the attitude error, [r X] is the cross

product matrix of r, ca is the accelerometer bias,

Wa is the accelerometer noise, cg is the gyro bias,

and Wg is the gyro noise. Attitude error in INS

error analysis has usually been represented in the

navigation frame such that Rg = ([3+ [r q X]) Rg
where q is the reference frame of INS, such as tor

n frame (Wei and Schwarz, 1990; Britting, 1971 ;

Goshen-Meskin and Bar~Itzhack, 1992). The re

lation between rq and rb is rq
= Rg rb for small

rb
, Since the major error sources in inertial sen"

SOl'S during run time are biases and thc test time

for the error estimation is relatively short, error

telative attitude errot that are orthogonal to the

direction of the acceleration change become ob

servablc. Changes "in the angular velocity decrease

the lever arm error. The components of the lever

m'm error that are orthogonal to the direction of
the angular velocity become observable. Similar

results on the observability of level arm in the

integration of low-cost IMU and single antenna

G PS measurement system were found in (Hong et

aI., 2005) . The motion of constant angular veloc

ity does not have any effect on the estimation of

the lever ann in the GPS/INS systems in which

low-grade inertial sensors are employed. These

relationships between the vehicle motions and

observability of alignment errors are very con

sistent with both the simulation and experimental

results in (Hong et aI., 2004).

The effect of manoeuvring on the improve

ment of the eshmability of INS errors is well

known (Baziw and Leondes, 1972; Bar-Itzhack
and Porat, 1981; PonH and Bar-ltzhack, 1981).

Goshen-Meskin and Bar-Itzhack proposed piece

wise constant modelling for the observability

analysis of time-varying systems (Goshen-Mes"
kin and Bar- Itzhack, 1992). Using the modelling,

they showed that the number of unobservable

modes in INS error decreased with change in

acceleration (Goshen~Meskin and Bar-Itzhack,

1992)" This paper directly studied observability
properties of time-varying system. The effects of
both translatory and angular motions on the

enhancement of the observability for the estima

tion of alignment errors were given in this paper.

One of the main contributions of this paper is a
control-theoretic approach for the observability

analysis on general time-varying systems in INS

aided by multi antenna GPS measurement system.
With this approach, the effects of aJ1gular motions

as well as translatory motions on the obscrv"

ability of errors in integrated GPS/INS systems

can be studied. The second contribution is that

the relationships between vehicle motions and the

observability of GPS/INS alignment errors are

given. The relationships given in this paper are

in agreement with the car test results of (Hong et
aI., 2004) on the estimation of the alignment

errors. Thus this paper confirms the validity of
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8V=-RgFb r+Rgca+RgWa (18)

j'= -.Qtb r+cg+Wg (19)

vectors cg and ca are assumed to be constant bi

ases. Then, the linearized error propagation equa
tions are

(20)

(21)P.;~ =R~IIi +Vjl, j=2, 3

Fig. 1 GPS/INS measurement system

IMU
'.

GP'
anlenna 3
(j),,

1:11/
GP /

aOll1ual I 8
.~--_.~;---- ~PS

OP lllltCllllll'" nntenna 2
f(tunc: ' ....... , ...

where PJ" is the measurement for the position of

GPS antenna I, PIl is the measurement for the
position of GPS antenna j relative to that of GPS

antenna I, hb is the position of GPS antenna I

relative to that of IMU decomposed in the body

frame, IIi is the position of GPS antenna j rela
tive to that of GPS antenna 1 decomposed in the

antenna frame, and Vl and Vi! are measurement

errors. In this paper, lli and Nt are assumed to be
linearly independent so that the attitude of the

antenna frame can be determined with the three

GPS antennas. Estimations for measurements are

given as

(13)

(15)

(16)

(17)

oP=oV

_ age b
where G- ape' and F , .Qfe, and .Qi~ are the

cross product matrices of I b, wt, and Wfb, respec

tively. The maximum singular value of G is in the

order of 10-6 (Nash et al., 1971), the magnitude

of cut is in the order of 10-5 (Defense Mapping

Agency, World Geodetic System 1984), that of I b

is in the order of 10. The magnitude of op is in

the order of 1, that of oV is in the order of 0.1,

and that of r is in the order of 0.01 in CDGPS.

The magnitude of ca is in the order of 0.1 and

that of cg is in the order of 0.001 in very-low

grade IMU. Thus, in this paper, the gravity gra

dient and the angular motion of the earth can

be considered less important. Instead of (14) and
(15), the following equations are used in the

following sections to simplify the observability

analysis:

3. GPS Measurement Error Model
(22)

(23)

Let the errors in the measurement estimations be

defined as

where 81 is the lever ann estimation error for
antenna I and ra is the error in the estimation

of the antenna frame relative to the body frame.

Consider the measurement system in Fig. 1. In

the figure, three GPS antennas are placed on the
top surface of a vehicle. IMU is placed inside of

the vehicle. Even though three antennas provide

three-dimensional attitude, four antennas are usu
ally employed in the commercial products for the

improvement of measurement performance. The

main GPS antenna, antenna 1, is used for the

position measurement. The attitude of the GPS

antenna frame is determined with all three GPS
antennas. Measurements from GPS receivers can

be described as

Ff=P{+8H

If= llb +al

R~=(I3+[raX])Rg

(24)

(25)

(26)

(27)
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(30)

Then, the linearized measurement estimation er

rors can be shown as

where Lt and LJI are the cross product matrices

of It and RZ l1L respectively.

4. Observability Properties
of GPS/INS

In this section, observability analyses are made

for both a time-invariant error dynamics model

and a time-varying error model. Observability

properties are investigated by testing the null

space of observability matrices. For the sake of
simplicity of analysis, two types of time-varying

sys- terns are considered: a system witli a time

-vary· ing acceleration and a constant

attitude, and a system with a constant acceleration

and a time- varying attitude.

Before the main part of this section is given,

conditions of observability of linear systems used

in this paper are introduced to clarify the observ

ability analysis procedure. Consider the linear

system:

~: X(t) =A (t)x (t)
y (t) = C (t) X (t)

where A (t) and C(t) are respectively the n X n
and PX n matrices whose entries are continuous

functions of t defined over (-=, =). Define a

sequence of PX n observability matrices No (t),
M(t), "', Nn-l(t) by the equation

r

No(tl) 1
NI(tl)

Nn-: (tl)

is n (Chen, 1984). Suppose A (t) and CW in

the system 2.l are constant. Then, the time-in·

variant linear system is observable if and only if

the rank of the matrix

is n. If the linear time-invariant system is ob

servable, then it is observable at every initial time,

and the determination of the initial state can be

achieved in any non-zero time interval (Chen,

1984) .

4.1 Time-invariant systems
Suppose Rg and pi;> in 18 are constant such that

(f}~i;>=0. Neglecting the earth's angular motion,

this subsection assumes that Wfb =0. Let

X=[OPT oVT yT cJ E~ of yJY (31)

y= [3Pt 3Pit 3ParF (32)

o Is 0 o 0 00

o 0 -Rtpb 0 Rt 00

o 0 0 13 0 00

A= o 0 0 o 0 00 (33)
o 0 0 o 0 00

00 0 o 0 00

00 0 o 0 00

dNh+l (t) =Nk (t) A (t) +(ftNh(t),

k=O, 1,2, "', n-2

(34)

NoW =C(t) Then, the equations of errors for the INS mech

anization and measurement estimation are

where y is the estimation error for GPS measure·
ments and wand v are the first~order approxima-

Suppose A(t) and C(t) in the system 2.l are

analytic functions of t. Then, the time-varying

system (A(t), C(t» is observable at time to if

there exists a finite time tl > to such that the rank

of the matrix

x=Ax+w

y=Cx=v

(35)

(36)
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tion errors. To make observability analysis con

venient, consider the following transformation:
fixed and its acceleration is changing. The system

matrices for this case are

Then, we have the following property:

Property 4.1 : The time-invariant system (A, C)
has six unobservable modes xuo.

It can be seen from Property 4.1 that the six
unobservable modes are

The cotresponding observability matrices are

(47)

(46)

(51)

(48)

(50)

o 0 00

om 00

Is 0 00
o 0 00

o 0 00

o 0 00

o a 00

[

Is 0 0000 0 ]
Mo(t)= 000000 -RgUI

.0 0 0 0 0 0 - RgUI

dNr+l(t) =Nr(t)Af(t) +(J[Nr(t)

NoW =Cf, r=O, 1, .. ,

o Is 0
00 -RgFb(t)
o 0 0

Af(t) = 0 0 0
o 0 0

o a 0

o 0 0

- d -Mi+l (t) =M;(t) Af(t) +(j[M;(t) , At(t)

= Tt(t)-I(Af(t) TAt) - it (1j(t»))

F or the sake of simplicity of analysis, consider the

linear transformation

where Tt (t) and Tf (t) -I havc the same forms as

T and T- 1 in (40) and (41) with time-varying

F b
• For this case,

(40)

(37)

(38)

(39)

(41)

(43)

(42)

A=T-1=AT

C=CT

with

Is 0 0 a a ~Rg a
o Is a Rgu 0 0 0

a 0 Is 0 0 0 0

T= o a 0 Is a 0 a
o 0 Fb a Is 0 0
o 0 Lf 0 a Is 0
o 0 -la 0 0 0 Is

Is 0 ~RgLf 0 am 0

o Is 0 -RgU 0 0 0

o 0 Is 0 0 0 0
T-1= o 0 0 Is 0 0 0

o a -Fb 0 Is ° 0

o 0 -Lf 0 0 Is 0
o 0 Is 0 0 0 Is

Let

x= [l5PT 8 VT yT g~ g~ of y~Y

_-ro 0 Is 0 0 0 oelT
XUO- 00 0 00 Is O.

Due to the unobservable mOGe r, ra approaches
-yo

4.2 A system with a time-varying acceler
ation and a constant attitude

This subsection investigates the effect of change

in acceleration on the observability of GPS/INS

systems. It is assumed that a vehicle's attitude is

y=r

O!=81-Lfr

(44)

(45)
oIs 0 0 o 00

o 0 0 0 Rt 00

00 0 Is o 00

Aj(t) = o0 0 0 o 00
(52)

o0 - it Fb(t) - Fb(tl 0 00

o 0 0 -Lf 0 00

00 0 Ia 0 00

Let N r (t) and M r (t) be expressed with 3 by 3

block matrices as follows:
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(55)

r""',n (I:
nr(1,2) (t) 0,,,,"(1) ]

N r (t) = n r(2,l) (t) nr(2,2) (t) ... nr{2,7) (t) (53)

n r (3,L) (t) nr{3,2) (t) ... nr{3,7) (t)

rm""" (t)
mr(i,2) (t) '" m""" (I) ]

M r (t) = mr{2,1) (t) mr(2,2) (t) '" mr(2,7)(t) (54)
mr(3,1)(t) mr(3,2) (t) mr(3,7) (t)

Remark 4.1. Since the sixth column blocks in

Mo(t) and Af(t) are zero matrices, we have

mr(l,6) (t) = mr(2,6) (I) = m r (3,6) (t) =0,

r=O, 1, "', n- t

Note 4.1. Suppose the vehicle's attitude is fixed

and its acceleration is changing. Then, we have
r-2 (j)

m r (l,S) (t)=L: Cr) (t)F
b
(t), mr(2,3) (t)=mr(3,3) (t)=

i~l

0, r=3, 4, "', n-l where Cri(t) is a matrix that

is a function of time.

Remark 4.2. It can be seen that m;(j,3) (t) = 0, i=

0, 1,2, and j= 1,2,3.

Define unobservable modes such that

this subsection, it is assumed that the angular

velocity of a vehicle is much greater than that of

the earth. Thus, the earth is assumed to be mo

tionless such that W~6=0~b. The system matrices

for this case are

OIs 0 0 0 00

o 0 -RtCt)Fb(t) 0 RtCt) 00

o 0 ~Q:dt) L 0 00

AaCt) = 00 0 0 0 00 (58)

00 0 0 0 00

00 0 0 0 00

00 0 0 0 00

Define the transformation matrix such that

Is a 0 0 a -RW) 0
11)

o13 0 RW)U a -RW) 0

a 0 13 0 0 a 0

Ta(t)= a 0 Qfb (t) Is 0 0 a (60)
(2)

o 0 Fb(t) 0 Is -RW)RW) 0
o 0 U 0 0 Is 0

o a -h 0 0 0 13

where

13 0 -Rf(t)U 0 0 R(t) 0
11)

01 3 'i2,a(t) -R(tlLY 0 RUl 0

o 0 13 0 0 0 0
TaUl -1= o 0 -Qfb 13 0 0 0 (61)

12)

o 0 'idt) 0 13 R%(t)RW) a
o 0 -u 0 0 13 0

o 0 13 0 0 a 13

Then, we have the following property;

Property 4.2. Suppose Rg is constant and F b is

time-varying. If all of the time derivatives of

fb (t) have the same direction, then the time-vary

ing system (At(t), Ct(t) has only four unobserv

able modes, %/c (t). Otherwise, (Aj (t), Ct (t))
has only three unobservable modes, X/v (I).

From Property 4.2 it can be seen that if a

vehicle experience acceleration change in a given

direction, then the components of attitude error

that are perpendicular to the direction of the acc

eleration change become observable. This result is

in agreement with the car test results in (Hong et

aI., 2004).

4.3 A system with a constant velocity and a

time-varying attitUde

Next, consider the case in which a vehicle's

acceleration is zero and its attitude is changing. In

Let

dNH1(t) =N;(t)Aa(t) + dt N;(t)

No (t) = Ca (t)

(62)

(63)

(64)
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where i=O, 1, "', n~ I, and n is the dimension of

the state vector.

As before, consider the linear transformation
(75)

(78)
r=3,4, ''', n-1

where Vr(.,.) (f) and f.1r(o,.) (t) are 3 by 3 block

matrices, f.1.rJ(t) is a 3 by 21 matrix with r=3, 4,

"', n-I, and j= I, 2, 3. Then,

(

(I)) (I)
f.(3(1,3)(t)=~ Rg(t)LWib(t)-3Rg(t)Lf aib(t)

12) {lJ

+RW) LWib (t) -Rg(t)P(t)

(
(I)) (I)

fJsI2,3)(t) =- Rt(t)Ulaib (t) -3RW)g Qib (t)
(2) (76)

+m (t) LMib (t)

f1313,31(t) =~(RW) UIQ%b (tl -3Rg (t) Ul )Q1 (t)
(2)

+Rt (tl LMib (t)

(3) (I) (2)

/4(1,6) (t) = Rt (t) - RZ (t) Rf (t) Rt( t) (77)

f.1.r(2,6) (f) = f.1r(3.6) (t) =0,

oIs 0 0 0 0 0
(I)

00 RtU) LWf, (t) am(t) RW) 0 0
00 0 Is 0 0 0

Aa(t) =
(l)

(67)00 ~ .Qt, (t) -.Qfo (t) 0 0 0
(l)

00 -F"(I) aI54(t) 0 also(t) 0
00 0 -u 0 0 0
00 0 Is 0 0 0

Mr CtH:;Nr (t) TaCt), r=O, I, ''', n~1 (65)

- d
MH1Ct) =M,Ct)AaCt) +dTM;(t)

(66)

fLCt) = Ta(t)-I( A,(t) TaCt) - :t (Ta(t)))

where

with

Let

(3) (I) (2)

at56(t) =RfCt) Rt W +Rf(t) Rt (t)

(69)

(70)

(I)

X(f) =Qto (t)QA (t)
(I) (2)

+Qtb (t)Qtb (t) +Qto (t)
(79)

The corresponding observability matrices are

where * is a 3 by 3 matrix. Let Nr(t) and Mr(t)
be expressed with smaller block matrices as fol

lows

(80)

(83)

Note 4.2: For r=2, 3, ''', n-I, we have the
followings;

(r-2)

f.1r(I,5)(t)=Rg (f), r=3, 4,'" (81)

Thus, from (66), (67), and (81), the following
relationship can be obtained

(r-2) d
f.1r+L(l,6) (t) = Rg (t) XU) +-cf[ ([..lr(1,6) U)), (82)

r=3, 4,'"

Then, it follows that

(71)

(72)

[

13 00000 0 ]
Mo(t) = 0 0 0 0 0 0 - m (t) UI

000000 -mWul

[

Vr(l,l) (t) Vr(I,2) (t) Vr(I,7) (t)]
N r (t) = Vr(2,l) (t) Vr(2,2) (t) Vr(2,7) (t) (74)

Vr(3,l) (t) Vr(3,2) (f) Vr(3,7) (t)

(84)

(85)
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Then, we have the following properties:

Note 4.3: If fb(t) =_gb(t) and m~e=O, then

_ ()_fo 0 (m~b(t))T 0 0 0 or (89)
Xvpt-loo 0 OO(m~b(t))TOJ

xvu (t) = [0 0 0 0 0 (m~b (t))T of (90)

5. Conclusions

(I)

Property 4.5: Suppose fb= - gb, m~t =0, W~b is
(I)

constant. Suppose also that both m~b (t) and m~b
(I)

are not zero-vectors. If m~b is not parallel with

m~o( t), then the time-varying system (A a (t),

Ca (t)) is observable.

From Property 4.4 it can be seen that if a

vehicle experience changes in angular velocity

with a given direction, then the components of

lever arm error that are perpendicular to the

direction of the angular velocity become observ

able when the magnitude of Lrr is much smaller

than that of Sl. This result is in good agreement

with the car test results in (Hong et aI., 2004).

Observability analysis can be useful to under

stand the limitation of measurement systems. If a

state is unobservable, the state can not be esti

mated even with negligibly small sensor noises.

However, even though a state is observable, the
degree of observability can not be obtained from

the observability test. The performance of esti

mators can usually be tested with covariance

simulation with Kalman filter or experiments.

The numerical simulation and car test given in

(Hong et aI., 2004) show that the trends of

estimator behavior are in good agreement with

the analytical results given in this paper on the
observability of the alignment errors. Acceler

ation changes made the components of the rela

tive attitude error that were perpendicular to the

direction of the acceleration change observable.

Angular acceleration also made the components

of lever arm error that were perpendicular to the

direction of the angular acceleration observable.

This paper studied the observabilities of align

ment errors in the integration of a low-grade
IMU with a multi-antenna GPS measurement

system. The estimation errors for position, veloci

ty, attitude, biases of inertial sensors, GPS anten

na lever arm, and the GPS antenna array attitude

with respect to the IMU body frame were consi

dered in the observability analysis.
It was shown that errors in the lever arm and

(86)

(88)

(87)_ fOOIsOOOOr
XCP=lo 0 0 00 Is oj

Xca=[O 0 0 0 0 Is of

Remark 4.3 : If the velocity of a vehicle is not fast,

then m~e""O.

The observability conditions for the general

angular motion of the vehicle can be quite com

plicated. In this paper the conditions for relatively

simple angular motions are investigated to obtain

physical insight on the effects of angular motion

of a vehicle on the alignment error estimation. Let

where ll'1,r+J.j (t), az.T+l.j (t), (l'S.T+I,j (t), and (JT+I,At)
are 3 by 3 matrices that are functions of time. It

can be seen thatpT+l.T-l(t) =Rg(t) and a'1,T+l,T(t)=

Rg(t)U in (83), az,T+l'T(t)=Rg(t)L~I' and

a'3,T+l,T (t)=Rg (t) L~I'

Property 4.3: Suppose fb=_gb, m~t=O, and

m~b is constant. If m~b is parallel with gb, then the

time-varying system (Aa (t), Ca (t)) has only six

unobservable modes, x cp (t). Otherwise, the sys
tem (Aa(t), Ca(t) has only three unobservable

modes, Xca (t) .

(I)

Note 4.4 : Let m~b (t) be constant and be parallel
(I)

with m~b(t). Then, only Ma(t) =clm~b(t) satis-

fies the relationship fJ.T(I,6)(t) Ma(t) =0 for r=3,
4, "', where C, is a constant number.

Property 4.4: Suppose, f b= - gb, m~t=0 and
(I)

m~b (t) is constant and parallel with m~b (t). If
m~b (t) is parallel with gb, then the time-varying

system (Aa(t), Ca (t)) has only two unobserv

able modes, xuP (t). Otherwise, the time-varying

system (Aa (t), Ca (t)) has only one unobserv

able mode, xvu (t).
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This completes the proof of Property 4.1.

mr+Jll,3) (t) = mr(I,5) (t) Jt F b+Jt (mr{1,3) (t)) (93)

mO(I,S) (t) =0

Since 91'&J (t) and R are constant matrices, "I1tr (t)
is also a constant matrix for r = 1, 2, , .. , It can be

seen that mr(1,5) is a non-zero matrix for r=2, 3,
r-2 (j}

.. " Thus, mr(1,3) (t) = ':E Crj (t) F b (t), r=3, 4, "',
j=1

n, where Cr;(t) is a matrix that is a function of
time. This completes the proof of Note 4.1.

A.3 Proof of Property 4.2

Note that

'J1tr+1 (t) = 91tr (t) ffi+ ;t "In,. (t)

9'l1.o(t) = [I3 °0]

(9 I)

(92)

m r (1,2) (t) mr(1,5)

[

013 0]
ffi= 0 0 m

o 0 0

A.2 Proof of Note 4.1

Let and 91t,.(t) = [mr(I,l)(t)
(t)] and

Then,
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This work was supported by the Korea Science

and Engineering Foundation (KOSEF) through
the Advanced Ship Engineering Research Center

at Pusan Nation University.

Appendix

A.l Proof of Property 4.1

Note that

[

1300 000

Mo(t)= 000000

000000
(94)

Since the third and the sixth column blocks in
both C and A are zero matrices, the same column

blocks in CAJT=CA j are also zero matrices.

[

10 a a a a a ]
C= a 0 0 0 0 0 - RgUI

OOOOOO-RgUI

(98)

(95)

(96)

(97)

* * 0
* * 0

* * 0

* * a *:]* * a
* * a

:]
(2)

* mFb(t)

* 0
* 0

.[* * 0 * RC 0 *:]M2 (t)= * * 0 * 0 0

* * 0 * 0 0

o 00
Rg 00

o 00

o 00
o 0 a
o 00

o 0 a

a
a
I
a

-Fb

-Lf
I

010

000
000

000

00 0

000

000

A=
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Suppose x/u(t) (=[8PJ,,(t) 8V},,(t) rJu(t) tIt-u(t)
tiru(t) 8lJu(t) rb-uUl F) is in the null space of

Mi(t), i=O, I, "', n. Then, M;(t) x/u(t) =0. MoUl
x/u(t) =0 implies that oP/U(t) =ratu(t) =0 be

cause l21 and l31 are linearly independent and Rg
is non-singular. ML (t) x/u (t) =0 with oP/u (t) =
ra/u(t) =0 implies that oV/u(t) =Eg/u(t) =0.

Mz(t)x/u(t) =0 with SP/u(t) = Ya/u (t) =8V/u

(t) =Egtu(t) =0 implies that SEa/u(t) =0. Note
r~2 (j)

that m r(1,3) (t) = '2, Crj (t) F b(t) and mr(2,3) (t) =
j=l

mr(S,S)(t) =0 for r=3, 4, ''', n, and mr(i,6)(t) =
ofor r=O, I, ''', n, i=l, 2, 3. Thus, if all of the

time derivatives of jb (t) have the same direction,
(1)

then :Ohu (t)= C/ (t) F b(t), where Cf is a real num-

ber that is a function of time. Otherwise, there
(I) (Z) (r~l)

exists r >1 such that jb (t), jb (t), "', fb (I)
(r)

have the same direction and fb (I) has a different
(1) (r)

one. Then, Fb(l) rfu(t) =Fb(t) rfu(t) =0. Since
(1) Ir)
fb (t) and fb (t) have different directions, r/u

(t) =0. In any case, since mr(i.6) (t) =0, r=O, I,

"', n, i=l, 23, it is obvious that [00000[3 of
is in the null space of M,(t), i=O, I, "', n-l.

This completes the proof of Property 4.2.

A.4 Proof of Note 4.2

Note that for k= I, 2, 3,

fJr+lk,S)(t) "'Vr+l(h.3)(t) +Vr+llk,l) (I) Qt (t) +Vr+I(k,5)(t)Fb(t)

+Vr+I(k,6) (t)U~ Vr+I(k,11 (t)

= 1t (Vrlk,3)(t) +Vr(k,l)(t)Qtb (t) +Vr(k,51(t)F"(t)

+Vrlk,6) (t) U-Vr(k.n(t)) (104)

(I) III
- Vrlk,l) (t).ot ~ Vrlk,5) (t) Fb(t)
d m m

=dF(fJr{k,3)(t)) -Vr«,II(I) Qto (t) - Vrlk.5) (I) F°(l)

Since jJ.o(1,3) (t) = Pl(1,3) (t) =0 and f..!2(1,3) (t) =
(I)

- Rg (t) LfQtb (t), f..!r+l(k,S) (t) is in the form of

(83). Note that

rVr+l(2,1) (t) Vr+l{2,2) (t) Vr+lIZ,5) (t) J
lVr+l(S,l) (t) Vr+l{S,2) (t) Vr+l13,5) (t)

=rVr(2,1) (t) Vr(2,2) (t) Vr(2,5) (0 1[~ ~ Rt(t)]
lVr(S,l) (t) Vr(S,2) (t) Vr(S,5) (t) J0 0 0 ( 105)

+-.fLrVr(2,!) (t) Vr(2,2) (t) Vr(2,5) (t) ]
dt lVr(s,!)Ul Vr(S,2)(t) Vr(S,5)(t)

r=O, 1, "', n-l

with

rVO(2,!) (t) VO(2,Z) (t) VO(Z,5) (t) J=0
l VO(S, l) ( t) VO(S,2) (t) VO(3,5) (t)

This implies that VrIZ,5)(t) =Vr(S,5) (I) =0, r=O, I,

''', n-I. Thus, f..!r(z,S) (t) and f..!r(S,S) (t) have the

forms in (84) and (85), respectively. Since {.1Z(1,Si
(1) (1)

(t) =Rg (t) LIQ~b (t), f..!Z{2,S) (t) =Rg (t) L 21Qtb (t),
II)

j12(S,S)(t) =Rg(t)L31 Qtb(t), V2(1,4)(t) =Rg(t)L1
(Ii

Qtb (0 -2Rg (t) L, VZ(Z,4i(t) =Rg (t) L 21QA (t)-

m {l)

2Rg(t) LZl, V2(3,4)(t) =Rg(t) L S1Q}'" (t) -2Rg(t)
Lsl, and VZ(l,5) (I) = Rg (t), then, !3r+1,r+1 (t) = Rg
(t), al,r+1,r (t) = Rg (t) Lf, aZ,r+1,r (t) = Rg (t)

UI, and as,rHr (t) =Rg (t) L~l' This completes
the proof of Note 4.3.

A.S Proof of Note 4.3
Note that fb(t) =RfU)P=-Rf(t)gt where

gt is the gravity vector in the tangential frame. If

the vehicle docs not move very fast, it can be

assumed that gt is constant. Thus,

( 103)

Thus,

~fb (I) =~ (R b(I)) F
dt dt t

=Qtt (t) Rf (t) ft
= -Qh (t) fb (t) .

( 106)
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Since W~t =0, w~o (t) = w~o (t). Thus, jt jb (t) =

- w~o (t) X jb (t). This completes the proof of

Note 4.3.

A.6 Proof of Note 4.4
(I) (1)

Since w~o is parallel with wgo (t), wgo= kv (t)
w~o (t) where kv(t) is a scalar-valued function of

(1)

time. Considering that Wgb is time-invariant, we

have the following relationships:

(1) (1)

X (t) =Qlo (t) Qlb +Qlo Qlo (t) (107)
=2kv(t) (Qlo (t»2

(r)

X(t) =0, r=2, 3, ... (109)

Thus, from (82),

!J.S(1,6)(t) =Rt(t)X(t) (110)
(1) (I)

/i4(1,6) (t) =2Rt (t) X(t) +Rt (t) X (t) (11 I)
(r~3)

!J.r{l,6) (t) = (r-2) Rt (t) X(t)
(Y~2) (r-3) (H) (I)

+ 2 Rg(t)X(t),

r=5, 6, ...

(lI2)

From these relations, it can be seen that only 31"
(1)

(t) = CIWgb can satisfy the relationship !J.r(I,6) (t)
31" (t) =0, r=3, 4, .... This completes the proof

of Note 4.4.

A.7 Proof of Property 4.3
Suppose x" (t) is an unobservable mode of

the system (Aa(t), Ca (t) ). Let x" (t) = Tt-
1 (t)

x,,(t). Then

!1r,;(t)X,,(t) =0, r=O, I, ... , n-], j=l, 2, 3 (l13)

Letx,,(t)=[(oP,,(t»T (BV,,(t»)T (y,,(t»)T (E;g"

(t»)T (E;a,,(t»T (fj1,,(t))T (Ya,,(t»)TF. Then fJ.o,l
(t)x,,(t) =0 implies that 3P,,(t) =0. Since 121

and l31 are linearly independent and Rg (t) is non

singular, fJ.o,2(t)X V (t) =fJ.o,s(t) x,,(t) =0 implies

that Ya,,(t) =0. !J.l,l(t)xv(t) =0 with BF,,(t) =
Ya,,(t)=O implies that BV,,(t) =0. !J.1,2(t)X"
(t) =!J.l,SU)X,,(t) =0 with a?,,(t) =Ya"U) =0
implies that E:gu(t) =0, for the same reason we

used when it was proven that Ya,,(t) =0. Since

Wgb is constant, X(t) and !J.r(l,6)(t) in (79) and

(82) are zero matrices for r = 3, 4, .... Hence,

PrU,u) (t) is a zero matrix for .i= 1, 2, 3, r =0, 1,

.... Thus, a1,,(t) can be any vector. If w~o is

parallel with gO, then it can be seen from Note
(r)

4.3 that fO (t) is a zero vector for y= 1, 2, ....

Thus, from Note 4.2 it can be seen that j.lro,s) (t)
is a zero matrix for r =2, 3, ''', j = I, 2, 3. Hence,

!J.ro,3)(t) is a zero matrix for r=O, I, ''', j=l,
2, 3. Therefore, y,A t) can be any vector. If a

constant vector wgo is not parallel with gO, then
(1) (2)

f°(t) and fb(t) are linearly independent non-

zero vectors. Thus, fla.1(t)Xu (t) =J.14,l(t)XU (t) =

°with 3P,,(t) =B-Vu(t) =E:g,,(t) = £a" (t) =Ya"
(v) (2)

(t) =0 implies that fO (t) X Y" (t) = fO (t) X Y"
(1)

(t) =0. This means that y,,(t) =0, because f°(t)
(2)

is not parallel with fb (t). This completes the

proof of Property 4.3,

A.8 Proof of Property 4.4
Suppose Xv (t) is an unobservable mode for

(Aa (t), Ca(t» and x,,(t) = Ta(t) Xv (t). Let

xv(t)=[(oP,,(t))T (o-Vv(t»)T (Yv(t»T (E;gu
(t»T (E:a,,(t»T (olv(t»T (Yav(t))T)T. It can

be shown that BPv(t) =8-V,,(t) =Ya,,(t) =E:g"
(t) =0 for the same reasoning as shown in Prop-

(1)

erty 4.3. Since wgo is a non-zero vector and '2~ is

not parallel with l:fL !J.2,2(t) xv(t) =!J.2,S(t) Xv
(t) =0 with BPv(t) =8-V,,(t) =Yav(t) =Egu

(1)

(t) =0 implies that y,,(t) =C,.Wgb where c,. is a

constant number. j.l21 (t) xv(t) =0 with BPu(t) =
(I)

o-V,,(t) = Yav (t) =E;gu(t) =0 and Yv(t) =crwgo
implies that Rt (t) E.a" (t) =0, This means Sav
(t) =0, because Rg (t) is non-singular. From

(I)

Note 4.2, it can be seen that {lr{2,3) (t) wgo= j.lr(s,S)
(1) (I)

(t) W~b=O for r=3, 4, ... , because Wgb is con-
(r)

stant. If W~b (t) is parallel with gb, then fO (t) =

o for r= I, 2, .... Hence, !J.r.j(t)Xv(t) =0 for

r=O, 1, ... , j= 1,2, 3 with o?v(t) =o-Vv(t) =
(I)

Ya,,(t) =Sa,,(t) =£gu(t) =0 and Yv(t) =CrW~b

implies that !J.r(l,6) (t) 8lu(t) =0 for r=O, 1,
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where Cr (t) is a scalar-valued function of time.

f13,1 (t) Xu (t) =0 with the condition implies that

(I21)

(124)

(123)
(4) (I)

Cy(t) Fb(t) CO~b=O

(3) (I)

Cr (t) F b(t) (J)gb=O

f16,1 (t) Xu (f) =0 with (116) implies that

(

(3) (I) (2) (2)

cAt) -4Rg(t)pb(t) -6Rg(t)pb(t)

(l) 13) (4») (I)

-4Rg(t)P(t) -mCt)pCt) W~b (122)

(

(3) (2) (I) )+ 4Rg(t)X(t)+6Rg(f)X(f) 8!u(t)=O

(I)

Since W~b (t) is not parallel with Wgb, the three
0) (1)

vectors Wgb (t) , Wgb, and Wgb X Wgb (t) are linearly

independent. Hence, the specific force can be

decomposed with the vectors such that

(1)

jb (t) = kl (t) (J)~d t) +k2 (t) COgb
(I)

+ k3(t) Wgb X Wgb (t)

where kl(t),. k2 (t), and k3 (t) are scalar-valued

functions of time. Considering that

(3) (11) (I) )
fb(t)= 2.QJi,Q%b(t)+Q%b(t)Q%b-(.QJi,(t))3 fb(t) (12~)

Considering (117), (119), and (12l), (122) im

plies that

Considering (117) and (119), (120) implies that

(

(21 (1) (II (2) (21) (1)

Gr(t) -3RW)P"(t) -3RW)P"(t) -RW)Pb(t) w:"
(2) (I) (I) (120)

+( 3RW)X(t) +3RW)X(t») Olu(t) =0

(116)(1)

yu(t) =cy(t) (J)~b

(I) (I)

-crRHt) F b(t) W~b+Rg (t) X(t) oru (t) =0 (114)

(2) (I) (l>

-crRg (t) pb (t) W~b+Rg (t) X(t) filu(t) =0 (115)

(I)

Let cogb=kv(t) (J)~b(t), where kv(t) is a scalar
(I)

valued function of time. Then, with constant (J)gb,
(I)

it follows that X(t) =2kv(t) W%b) 2, X(t) =
(1)

2(kv(t) ) 2 (.Q%b) 2, Ib(t) =-.Qtb (t)lb(t) , and
(2)

jb (t) = (- kv(t).Qgb (t) + (.Qgb (t» 2) I b(t). Note
(I) (I)

that X(t) =kv (t) X(t) and jb (t) is not parallel
(2) - b

with jb(t). Thus, cr=O and filu(t)=c/(t)(J)eb
(t). This completes the proof of Property 4.4.

A.9 Proof of Property 4.5

Suppose xu(t) is an unobservable mode for
(Aa(t), Ca (t» and Xu (t) = Ta(t) Xu (t). Let

xu(t)=[(fiFu(t»T (fiVu(t»T (Yu(t»T (;Sgu
(t»T (;Sau(t»)T (!J!u(t»T (Yau(t))T)T. Ob

viously, !Jr,j(t)Xu(t) =0 for r=O, 1,2, j=l, 2, 3

implies the following condition

(I)

Since (J)gb is constant, it can be seen from Note
(I)

4.4 that !J!u (t) = c/(J)g/>. If cog/> (t) is not parallel

with gb, then f-tJ,I(t)XU(t) =/-4,I(t)XU(t) =0
with fiPu(t) =fiVu(t) ='lau(t) =Sau(t) =sgu.

(I)

(t) =0 and Yu (t) = Cy(J)gb. This implies that

(128)

(I 27)
(

(1) 0) )
2Q.!b Q.?b (t) +QJ'b (t )QJ'b - (QJ'b (t) ) 3 jb (t)

(I)

- CI (t) Wgb=O

(

(I) (l) (I) )

Cr (t) 3QgdJfb - 3QA Qfb (t) Qfb (t) r (t)

0) (1)

- Cl (t) Qgb (t) W~b -cz(t) W~b=O

where CI (t) and cz(t) are scalar-valued func
tions of time. Substituting (124) into these equa

tions, it follows that

/-4,1 (t) xu(t) =0 with (116) implies that

(

(I) (I) (2») (I)

er(t) -2Rg(t)Pb(t) _Rg(t)Pb(t) (J)gb
(1) (I) (118)

+(2Rg (t) X(f) +Rg (f) X(t») 8!u(t) =0

(2) 0) (I)

- Cr (t) F b (f) COgb+ X(t) !J!u (t) =0 (119)

fJ.s,I(f)xu(t) =0 with (116) implies that

Considering (I 17), (118) implies that
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( ( (I)) 1 (I) 1
2

-cAt) W~b'W~b(t) kl(t) +2c1 (t) W~b k2(t)

-cr(t) Iw~dt) IZ( ~I~b' w~dt) ) ks(t)) W~b(t)

+(Cr(t) IW~b (t) IZkl (t) - 2c1 (t) ( ~~b' W~b (t) )k2 (t)
(I) (129)

+Cr(t) IW~b (t) 1
4
k3 (t) ~ CI (t) )W~b

+( -Cr(t)IW~b(tWk2(t)

(

(I) ) ) (I)
-3cr(t) W~b'W~b(t) k3 (t) W~bXW~b(t) =0

Applying these relationships to (132) and (136),

it follows that Cl (t) =0 and cr(t) ks(t) =0. Thus,

cr(t)kl (t)=cy(t)k2(t) =Cr(t)k3 (t) =0. If Cr
(t) *0, then kl(t) =k2(t) =ks(t) =0. This is

impossible because I b(t) = - Rf (t) gb*O. Thus,

(137)

(1)

Applying this relation to (119), we have X(t) 3lu
(I) (I) (1) (1)

(t) =0. Since X(t) =u2tb QA for constant W~b,

only the following relation satisfies (119)

References

where Cl (t) is a scalar-valued function of time. If
(138) and (137) are applied to (117), it follows

w (1)

that Cl(t) X(t)W~b=O. Since X(t) =QtbQ/!b (t)+
(I) (1)

Qlb (t) Q/!b for constant W~b' it follows that Cl (t)
W W (1)

(I)~b X (I)~b (t) X W~b=O. Since (I)~b is not parallel

with W~b, Ct (t) =0. Thus, it follows that xu(t) =
xu(t) =0. Therefore, the time-varying system

(Aa (t), Ca (t)) is observable. This completes the

proof of Property 4.5.

( - 3C1(t) I ~~b 1

2

k1(t) - 3c1 (t) Iw~ (t) 1
2

1~~b 1\3 (t) ) W~b (t)

+(3cr (t) ( ~~b' O)~b (t) ) k1(t)

+3cr(t) (~~b'W~b(t) )lw~(tJI2ks(t) ~Cz(t) )~Jb (130)

+( -3Cr(t) (~~b' O)~ (t)) k (t)

-3dt) 1~~bIZk3(t) +CI (t)) ~bW~b(t)=0

These mean

(131)

(1)

Olu(t) =Cl(t) W~b (138)

From (131) and (134), it follows that cr (t) kl
(t)=-cr(t)lw~b(t)12k3(t) and Cr(t)k2(t) =0.

Bar-Itzhack, 1. Y. and Porat, B., 1981, "Az

imuth Observability Enhancement During Iner

tial Navigation System In-flight Alignment,"

AIAA Journal of Guidance and Control, Vol. 3,

pp. 337~ 344.

Baziw, J. and Leondes, C. T" 1972, "In-flight
Alignment and Calibration of Inertial Measure
ment Units-Part I : General Formulation," IEEE

Transactions on Aerospace and Electronic Sys
tems, Vol. 8, pp. 440~449,

Bell, T., 2000-2001, "Error Analysis of Attitude

Measurement in Robotic Ground Vehicle Posi

tion Determination," Navigation, Journal of The

Institute of Navigation, VoL 47, No.4, pp.289

296.
Britting, K. R., 1971, Inertial Navigation Sys

tem Analysis, Wiley~lnterscience,New York.

Chen, C. T., 1984, Linear system theory and

design, New York; Holt, Rinehart and Winston.
Defense Mapping Agency, World Geodetic

System 1984 (WGS-84) -Its Definition and Re1a-

(134)

(135)

(133)

(136)

Cr (t) IW~b (t) IZkl (1) - 2cr(t) ( ~Jb' W~b (t) ) kz(t) (132)

+Cr(t) I W~b (t) 1
4k3(t) - CI (1) =0

- Cr (t) I W~b (t) 1
2kz(t)

-3cr(t) (~I~b'W~b(t)) ks(t) =0



Observability Analysis of Alignment Errors in GPS/ INS 1267

tionship with Local Geodetic Systems, DMA TR
8350.2 Second Edition, Fairfax, VA, Defense

Mapping Agency.

Gebre-Egziabher, D., Hayward, R. C. and

Powell, J. D., 1998, "A Low-Cost GPS/lnertial

Attitude Heading Reference System (AHRS) for

General Aviation Applications," Proc. of 1998

IEEE Position, Location and Navigation Sym
posium, Palm Springs, CA, pp. 518-525.

Goshen-Meskin, D. and Bar-Itzhack, I. Y.,

1992, "Observability Analysis of Piece-Wise

Constant Systems-Part II : Application to Inertial

Navigation In- Flight Alignment," IEEE Trans

actions on Aerospace and Electronic Systems,

Vol. 28, No.4, pp. 1068-1075.

Goshen-Meskin, D. and Bar-Itzhack, 1. Y.,

1992, "Observability Analysis of Piece-Wise

Constant Systems-Part I: Theory," IEEE Trans
actions on Aerospace and Electronic Systems,
Vol. 28, No.4, pp. 1056-1067.

Goshen-Meskin, D. and Bar-ltzhack, I. Y.,

1992, "Unified Approach to Inertial Navigation

System Error Modeling," Journal of Guidance
Control and Dynamics, Vol. 15, No.3, pp. 648

653.

He, X. and Jianye, L., 2002, "Analysis of Lever

Arm Effects in GPS/IMU Integration System,"

Transactions of Nanjing University of Aeronau

tics & Astronautics, Vol. 19, No.1, pp. 59-64.

Hong, S., Chang, Y. S., Ha, S. K. and Lee, M.
H., 2002, "Estimation of Alignment Errors in

GPS/INS Integration," Proceedings of ION GPS

2002, Portland, OR, pp. 527 - 534.

Hong, S., Lee, M. H., Rios, J. A. and Speyer, 1.
L., 2002, "Observability Analysis of INS with a

GPS Multi-Antenna System," KSME Interna

tional Journal, Vol. 16, No. 11, pp. 1367~ t378.

Hong, S., Lee, M. H., Chun, H. H., Kwon, S. H.

and Speyer, J. L., 2005, "Observability of Error

States in GPS/INS Integration," IEEE Trans
actions on Vehicular Technology, Vol. 54, No.2,

pp.731-743.

Hong, S., Lee, M. H., Kwon, S. H. and Chun,

H. H., 2004, "A Car test for the Estimation of

GPS/INS Alignment Errors," IEEE Transac

tions on Intelligent Transportation Systems, Vol.

5, No.3, pp.208-218.

Hou, H. and EI-Sheimy, N., 2003, "Inertial

Sensors Errors Modeling Using Allan Variance,"

Proc. of ION GPS/GNSS 2003, Portland, OR,

pp.2860-2867.

Nash, R. A. Jr., Levine, S. A. and Roy, K. J.,
1971, "Error Analysis of Space-Stable Inertial

Navigation Systems," IEEE Transactions. on

Aerospace and Electronic Systems, Vol. 7, No.4,

pp. 617~629.

Porat, B. and Bar-Itzhack, I. Y., 1981, "Effect

of Acceleration Switching During INS In-Flight

Alignment," AIAA Journal of Gu(dance and
Control, Vol. 4, pp. 385-389.

Wei, M. and Schwarz, K. P., 1990, "A Strap

dawn Inertial Algorithm Using an Earth-Fixed

Cartesian Frame," Naviga(ion, Journal of The
Institute of Navigation, Vol. 37, No.2, pp. 153~

167.




